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#### Abstract

We investigate the convergence of a finite volume scheme for the approximation of diffusion operators on distorted meshes. The method was originally introduced by Hermeline [F. Hermeline, A finite volume method for the approximation of diffusion operators on distorted meshes, J. Comput. Phys. 160 (2000) 481-499], which has the advantage that highly distorted meshes can be used without the numerical results being altered. In this work, we prove that this method is of first-order accuracy on highly distorted meshes. The results are further extended to the diffusion problems with discontinuous coefficient and non-stationary diffusion problems. Numerical experiments are carried out to confirm the theoretical predications.
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## 1. Introduction

Investigating the numerical schemes with high accuracy for the diffusion equation on distorted meshes is very important in Lagrangian hydrodynamics and magnetohydrodynamics. The finite volume method is a discretization technique for solving partial differential equations (PDEs), which is obtained by integrating the PDE over a control volume, and it represents in general the conservation of a quantity of interest, such as mass, momentum, or energy. Due to this natural association, the finite volume method is widely used in practical problems.

A finite volume scheme solving diffusion equation on non-rectangular meshes is introduced in [6], which is the so-called nine point scheme on arbitrary quadrangles. In [2] and [4] a similar scheme for the stationary

[^0]diffusion equation with smooth coefficient is proposed, but the method of constructing the scheme is different. Moreover, in [2] the unknowns are defined at both the cell-center and the cell-node of primary mesh, and the dual mesh is formed by connecting the center of neighboring primary mesh. Although [2] does not give the theoretical proof, numerical experiments show that this scheme has indeed second accuracy and the numerical solution is independent of the mesh regularity, which demonstrates that the scheme is efficient in solving diffusion equation on Lagrangian meshes.

There are many papers concerning the other numerical schemes for the diffusion equation on distorted meshes, e.g. [1,5,9-18]. The support-operators method (SOM) in [9-14] generally has both cell-center and face-center unknowns or has a dense diffusion matrix, and often leads to a symmetric and positive definite coefficient matrix. However, it does not offer an explicit discrete flux expression. The method of multipoint flux approximations (MPFA) [15,16] whose discrete flux defined on the sub-edge, obtains the explicit discrete flux expression by solving a small scale linear system and often leads to a non-symmetric coefficient matrix for general quadrilateral. The paper [17] presents the relationships among some locally conservative discretization methods.

An interesting application of solving diffusion problems on distorted meshes is the numerical adaptive grid generation (see, e.g. [3,7,8,19]), which is a common tool for use in the numerical solution of partial differential equations on arbitrarily shaped regions. In particular, the meshes are often irregular for solving adaptive moving mesh equations, when the physical governing equations describe certain physical process that undergoes a motion or change with large amplitude.

This paper continues to theoretically analyze the scheme presented in [2], and gives the construction of the scheme for the diffusion equations with discontinuous coefficient. Based on a different approach of devising the finite volume scheme from those in [4-6], we will show the convergence theorem for the finite volume scheme. Specially, we show that the scheme is first-order convergence. Moreover, the theoretical analysis is extended to non-stationary diffusion problem, and the corresponding convergence theorem is obtained. Numerical experiments will verify the theoretical results.

The rest of the paper is organized as follows. In Section 2, we describe the construction of the finite volume scheme on distorted meshes, and state the convergence theorem. In Section 3, the convergence of the scheme is proved, and in Section 4 the scheme for the diffusion equation with discontinuous coefficient is constructed. Moreover the corresponding results for the non-stationary diffusion equation are given in Section 5. Then some numerical examples are presented to show its performance on several test problems in Section 6. Finally, in Section 7 we end with some concluding remarks.

## 2. Construction of finite volume scheme

Consider the following stationary diffusion problem:

$$
\begin{align*}
& -\nabla \cdot(\kappa \nabla u)=f \quad \text { in } \Omega,  \tag{1}\\
& (\kappa \nabla u) \cdot v+\lambda u=g \quad \text { on } \partial \Omega, \tag{2}
\end{align*}
$$

where $\Omega$ is an open bounded polygonal set of $R^{2}$ with boundary $\partial \Omega$.
Suppose the following conditions (H1) are fulfilled:
(i) There are positive constants $\kappa_{1}, \kappa_{2}, \lambda_{1}, \lambda_{2}$ such that $\kappa_{1} \leqslant \kappa=\kappa(x) \leqslant \kappa_{2}, \quad \lambda_{1} \leqslant \lambda=\lambda(x) \leqslant \lambda_{2}, \quad \forall x \in \bar{\Omega}$.
(ii) $\kappa=\kappa(x), \lambda=\lambda(x), f=f(x), g=g(x)$ are continuous functions on $\bar{\Omega}$.
(iii) The problem (1), (2) has a unique solution $u=u(x) \in C^{2}(\bar{\Omega})$.

We use a mesh on $\Omega$ (called primary mesh) made up of arbitrary polygons. With each (primary) element of this mesh we associate one (primary) point: the centroid is a qualified candidate but other points can be chosen. Similarly, with each boundary side we associate one primary point: the midpoint of the boundary side is the natural candidate. Thus we obtain a set of (primary) points that we connect in order to define a second mesh (called dual mesh: see Fig. 1).


Fig. 1. A sample primary mesh (solid lines) and its dual mesh (dashed lines).
Define the nodes of the primary mesh to be dual points, which will be numbered by $d$. The primary points are the nodes of dual mesh, which will be numbered by $p$. Furthermore let us denote by (see Fig. 2)

- $v$ the unit outward normal vector and $\tau$ the unit counterclockwise tangent vector on $\partial \Omega$;
- $N_{P}$ the number of primary points, $N_{D}$ the number of dual points, $N_{S}$ the number of sides;
- $P_{P}$ the primary polygon associated with the primary interior point $p$;
- $D_{d}$ the dual polygon associated with the dual point $d$;
- $S_{p s}$ the primary polygon side number $s$;
- $S_{d s}$ the dual polygon side number $s$ (not lie on $\partial \Omega$ );
- $v_{p s}$ and $v_{d s}$ the unit outward normal vector on the sides $S_{p s}$ and $S_{d s}$ of $P_{P}$ and $D_{d}$;
- $\tau_{p s}$ and $\tau_{d s}$ the unit counterclockwise tangent vector on the sides $S_{p s}$ and $S_{d s}$ of $P_{P}$ and $D_{d}$;


Fig. 2. The primary polygon side $S_{p s}=[d, v(d, s)]$ (solid lines) and the dual polygon side $S_{d s}=[p, v(p, s)]$ (dashed lines).

- $\left\|P_{p}\right\|$ the area of $P_{p},\left\|D_{d}\right\|$ the area of $D_{d}$ and $\left|S_{p s}\right|$ the length of the side $S_{p s}$ and $\left|S_{d s}\right|$ the length of the side $S_{d s}$;
- $\theta_{s}$ the angle between $v_{p s}$ and $\tau_{d s}$;
- $v(p, s)$ the primary point connected to $p$ by the dual side $S_{d s}$;
- $v(d, s)$ the dual point connected to $d$ by the primary side $S_{p s}$.

Let $\mathscr{E}$ be the sets of all the primary mesh sides, i.e., $\mathscr{E}=\left\{s: s \in \partial P_{p}, p\right.$ is a primary point $\}$. Let $\mathscr{E}_{\text {int }}=\{s \in \mathscr{E}: s \subset \Omega\}$ be the sets of all the primary mesh sides not on $\partial \Omega, \mathscr{E}_{\text {ext }}=\{s \in \mathscr{E}: s \subset \partial \Omega\}$ be the sets of all the primary mesh sides on $\partial \Omega$. Denote $\mathscr{E}^{\prime}=\left\{s: s \in \partial D_{d} \backslash \partial \Omega, d\right.$ is a dual point $\}$.

We need the following assumption (H2): There is a constant $C>0$ such that

$$
\frac{1}{C}\left|S_{p s}\right| \leqslant\left|S_{d s}\right| \leqslant C\left|S_{p s}\right|, \quad \forall p, \forall d, \forall s
$$

where $S_{p s}$ is the primary polygon side, i.e., the common edge of two neighboring primary cells, and $S_{d s}$ is the dual polygon side, i.e., the line segment connecting the primary cell centroids. Assumption (H2) implicates that the aspect ratio is bounded, i.e., there contain no extremely long, thin cells. The meshes satisfying the assumption (H2) can be found in Figs. 5-10.

In order to construct the finite volume scheme of problem (1), (2), we make the following operations:

- integrate Eq. (1) over each primary polygon $P_{p}$;
- integrate Eq. (2) over each boundary primary side $S_{p s}$;
- integrate Eq. (1) over each dual polygon $D_{d}$.

Then we obtain

$$
\begin{align*}
& -\sum_{s \in \overparen{\partial} P_{p}} \int_{S_{p s}} \kappa \nabla u \cdot v_{p s}=\iint_{P_{p}} f \quad(p \in \Omega),  \tag{3}\\
& \int_{S_{p s} \cap \Omega \Omega} \kappa \nabla u \cdot v_{p s}+\int_{S_{p s} \cap \cap \Omega} \lambda u=\int_{S_{p s} \cap \cap \Omega} g \quad(p \in \partial \Omega),  \tag{4}\\
& -\sum_{s \in \partial D_{d} \backslash \partial \Omega} \int_{S_{d s}} \kappa \nabla u \cdot v_{d s}+\int_{D_{d} \cap \cap \Omega} \lambda u=\iint_{D_{d}} f+\int_{D_{d} \cap \cap \Omega} g . \tag{5}
\end{align*}
$$

Denote

$$
\begin{aligned}
& \mathbf{F}_{p s}=-\int_{S_{p s}} \kappa \nabla u \cdot v_{p s} \quad(p \in \Omega), \\
& \mathbf{F}_{d s}=-\int_{S_{d s}} \kappa \nabla u \cdot v_{d s} \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right), \\
& \mathbf{F}_{p s, \Omega \Omega}=\int_{S_{p s} \cap \Omega \Omega} \kappa \nabla u \cdot v_{p s} \quad(p \in \partial \Omega) .
\end{aligned}
$$

Noticing that

$$
v_{p s}=-\tan \theta_{s} \tau_{p s}+\frac{1}{\cos \theta_{s}} \tau_{d s}, \quad v_{d s}=-\frac{1}{\cos \theta_{s}} \tau_{p s}+\tan \theta_{s} \tau_{d s},
$$

we obtain

$$
\begin{aligned}
& \mathbf{F}_{p s}=\tan \theta_{s} \int_{S_{p s}} \kappa \nabla u \cdot \tau_{p s}-\frac{1}{\cos \theta_{s}} \int_{S_{p s}} \kappa \nabla u \cdot \tau_{d s} \quad(p \in \Omega), \\
& \mathbf{F}_{p s, \partial \Omega}=-\tan \theta_{s} \int_{S_{p s} \cap \Omega} \kappa \nabla u \cdot \tau_{p s}+\frac{1}{\cos \theta_{s}} \int_{S_{p s} \cap \Omega} \kappa \nabla u \cdot \tau_{d s} \quad(p \in \partial \Omega), \\
& \mathbf{F}_{d s}=\frac{1}{\cos \theta_{s}} \int_{S_{d s}} \kappa \nabla u \cdot \tau_{p s}-\tan \theta_{s} \int_{S_{d s}} \kappa \nabla u \cdot \tau_{d s} \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) .
\end{aligned}
$$

In order to discrete the above continuous fluxes, we use the Taylor expansion for the function $u(x)$, and then obtain

$$
u(d)-u(v(d, s))=\nabla u(x) \cdot(d-v(d, s))+\int_{0}^{1}\left(H_{d}-H_{v(d, s)}\right) r \mathrm{~d} r,
$$

where $H_{d}=\left(\nabla^{2} u(r x+(1-r) d)(d-x), d-x\right), \nabla^{2} u(r x+(1-r) d)$ expresses the Hessian matrix of $u$ at the point $r x+(1-r) d$. The notation $H_{v(d, s)}$ and the following notations $H_{p}, H_{v(p, s)}$ have the similar meaning.

Let $\bar{\kappa}_{p s}$ and $\bar{\kappa}_{d s}$ be an average value of $\kappa$ along the side $S_{p s}$ and $S_{d s}$, respectively. Then there are

$$
\begin{align*}
& \bar{\kappa}_{p s}(u(d)-u(v(d, s)))=\int_{S_{p s}} \kappa \nabla u \cdot \tau_{p s}+\frac{1}{\left|S_{p s}\right|} \int_{S_{p s}} \kappa\left(\int_{0}^{1}\left(H_{d}-H_{v(d, s)}\right) r \mathrm{~d} r\right),  \tag{6}\\
& \bar{\kappa}_{d s}(u(v(p, s)-u(p)))=\int_{S_{d s}} \kappa \nabla u \cdot \tau_{d s}+\frac{1}{\left|S_{d s}\right|} \int_{S_{d s}} \kappa\left(\int_{0}^{1}\left(H_{v(p, s)}-H_{p}\right) r \mathrm{~d} r\right),  \tag{7}\\
& \bar{\kappa}_{d s}(u(d)-u(v(d, s)))=\frac{\left|S_{p s}\right|}{\left|S_{d s}\right|} \int_{S_{d s}} \kappa \nabla u \cdot \tau_{p s}+\frac{1}{\left|S_{d s}\right|} \int_{S_{d s}} \kappa\left(\int_{0}^{1}\left(H_{d}-H_{v(d, s)}\right) r \mathrm{~d} r\right),  \tag{8}\\
& \bar{\kappa}_{p s}(u(v(p, s)-u(p)))=\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \int_{S_{p s}} \kappa \nabla u \cdot \tau_{d s}+\frac{1}{\left|S_{p s}\right|} \int_{S_{p s}} \kappa\left(\int_{0}^{1}\left(H_{v(p, s)}-H_{p}\right) r \mathrm{~d} r\right) . \tag{9}
\end{align*}
$$

The second terms of right hand in the above four equations are $\mathrm{O}\left(h^{2}\right)$. Denote

$$
\begin{align*}
& \bar{F}_{p s}=\tan \theta_{s} \bar{\kappa}_{p s}(u(d)-u(v(d, s)))-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}(u(v(p, s))-u(p)) \quad(p \in \Omega),  \tag{10}\\
& \bar{F}_{p s, \partial \Omega}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}(u(v(p, s))-u(p))+\tan \theta_{s} \bar{\kappa}_{p s}(u(d)-u(v(d, s))) \quad(p \in \partial \Omega),  \tag{11}\\
& \bar{F}_{d s}=\frac{\bar{\kappa}_{d s}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}(u(d)-u(v(d, s)))-\tan \theta_{s} \bar{\kappa}_{d s}(u(v(p, s))-u(p)) \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) . \tag{12}
\end{align*}
$$

Then, using Eqs. (6)-(9) and the assumption (H2), we have

$$
\begin{equation*}
\mathbf{F}_{p s}=\bar{F}_{p s}+R_{p s}\left|S_{p s}\right|, \quad \mathbf{F}_{p s, \partial \Omega}=\bar{F}_{p s, \partial \Omega}+R_{p s, \partial \Omega}\left|S_{p s} \cap \partial \Omega\right|, \quad \mathbf{F}_{d s}=\bar{F}_{d s}+R_{d s}\left|S_{d s}\right|, \tag{13}
\end{equation*}
$$

where $R_{p s}\left|S_{p s}\right|=\mathrm{O}\left(h^{2}\right), R_{p s, \partial \Omega}\left|S_{p s} \cap \partial \Omega\right|=\mathrm{O}\left(h^{2}\right), R_{d s}\left|S_{d s}\right|=\mathrm{O}\left(h^{2}\right)$ and $R_{p s}=-R_{v(p, s) s}, R_{d s}=-R_{v(d, s) s}$.
Eqs. (10)-(12) can be rewritten to

$$
\begin{aligned}
& \bar{F}_{p s}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u(v(p, s))-u(p)-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}(u(d)-u(v(d, s)))\right) \quad(p \in \Omega), \\
& \bar{F}_{p s, \partial \Omega}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u(v(p, s))-u(p)-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}(u(d)-u(v(d, s)))\right) \quad(p \in \partial \Omega), \\
& \bar{F}_{d s}=-\frac{\bar{\kappa}_{d s}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(u(v(d, s))-u(d)-\frac{\left|S_{p s}\right|}{\left|S_{s s}\right|} \sin \theta_{s}(u(p)-u(v(p, s)))\right) \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) .
\end{aligned}
$$

Denote

$$
\begin{aligned}
& f_{p}=\frac{1}{\left\|P_{p}\right\|} \iint_{P_{p}} f, \quad f_{d}=\frac{1}{\left\|D_{d}\right\|} \iint_{D_{d}} f, \quad g_{d}=\frac{1}{\left|D_{d} \cap \partial \Omega\right|} \int_{D_{d} \cap \cap \Omega} g, \\
& g_{p}=\frac{1}{\left|S_{p s} \cap \partial \Omega\right|} \int_{S_{p s} \cap \Omega} g, \quad \lambda_{p}=\frac{1}{\left|S_{p s} \cap \partial \Omega\right|} \int_{S_{p s} \cap \Omega \Omega} \lambda .
\end{aligned}
$$

The finite volume scheme of the problem (1), (2) is defined as follows:

$$
\begin{align*}
& \sum_{s \in \partial P_{p}} F_{p s}=\left\|P_{p}\right\| f_{p}, \quad p \in \Omega,  \tag{14}\\
& F_{p s, \partial \Omega}+\left|S_{p s} \cap \partial \Omega\right| \lambda_{p} u_{p}=\left|S_{p s} \cap \partial \Omega\right| g_{p}, \quad p \in \partial \Omega,  \tag{15}\\
& \sum_{s \in \partial D_{d} \backslash \partial \Omega} F_{d s}+\left|D_{d} \cap \partial \Omega\right| \lambda_{d} u_{d}=\| D_{d}| | f_{d}+\left|D_{d} \cap \partial \Omega\right| g_{d}, \tag{16}
\end{align*}
$$

where $u_{p}, u_{d}$ are the unknown discrete functions, and

$$
\begin{align*}
& F_{p s}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u_{v(p, s)}-u_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}-u_{v(d, s))}\right) \quad(p \in \Omega),\right.  \tag{17}\\
& F_{p s, \Omega \Omega}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u_{v(p, s)}-u_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}-u_{v(d, s)}\right)\right) \quad(p \in \partial \Omega),  \tag{18}\\
& F_{d s}=-\frac{\bar{\kappa}_{d s}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(u_{v(d, s)}-u_{d}-\frac{\left|S_{p s}\right|}{\left|S_{d s}\right|} \sin \theta_{s}\left(u_{p}-u_{v(p, s))}\right) \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) .\right. \tag{19}
\end{align*}
$$

Introduce the following assumption (H3): There is a constant $\varepsilon \in(0,1)$, such that

$$
\left[4 \bar{\kappa}_{p s} \bar{\kappa}_{d s}-\left(\bar{\kappa}_{p s}+\bar{\kappa}_{d s}\right)^{2} \sin ^{2} \theta_{s}\right] \min \left(\frac{\left|S_{d s}\right|}{\bar{\kappa}_{p s}\left|S_{p s}\right|}, \frac{\left|S_{p s}\right|}{\bar{\kappa}_{d s}\left|S_{d s}\right|}\right) \geqslant \varepsilon .
$$

Let $\psi=4 \bar{\kappa}_{p s} \bar{k}_{d s}-\left(\bar{\kappa}_{p s}+\bar{\kappa}_{d s}\right)^{2} \sin ^{2} \theta_{s}$. The assumption (H3) requires $\psi>0$. From the definition of $\theta_{s}, \theta_{s}$ describes the degree of mesh distorted, and there is $0 \leqslant \theta_{s}<\frac{\pi}{2}$. Hence, the assumption (H3) implies a geometric constraint on the cell deformation. For a orthogonal mesh, there hold $\theta_{s}=0$, so that $\psi>0$. When $\bar{\kappa}_{p s}=\bar{\kappa}_{d s}=\bar{\kappa}_{s}$, it is obvious that $\psi=4 \bar{\kappa}_{s}^{2}\left(1-\sin ^{2} \theta_{s}\right)>0$. Therefore, the assumption (H3) can be easily satisfied.

Denote $e_{p}=u(p)-u_{p}, e_{d}, e_{v(p, s)}, e_{v(d, s)}$ have the similar definitions. For $s \in \mathscr{E}$, define $\nabla_{s} e=\left|e_{p}-e_{v(p, s)}\right|$; for $s \in \mathscr{E}^{\prime}$, define $\bar{\nabla}_{s} e=\left|e_{d}-e_{v(d, s)}\right|$. Define $\|\nabla e\|_{2}^{2}=\sum_{s \in \mathscr{E}}\left(\nabla_{s} e\right)^{2},\|\bar{\nabla} e\|_{2}^{2}=\sum_{s \in \delta^{\prime}}\left(\bar{\nabla}_{s} e\right)^{2}$.

Then we will obtain the following theorem:
Theorem 1. Assume (H1)-(H3) are satisfied. Then there are

$$
\|\nabla e\|_{2}+\|\bar{\nabla} e\|_{2} \leqslant C h
$$

where $C$ is a positive constant dependent only on the known data and $\varepsilon$.
Remark 1. There is an one-one mapping between $\mathscr{E}$ and $\mathscr{E}^{\prime}:$ if $s \in \mathscr{E}$ and $s$ is a segment connecting $p$ with $v(p, s)$, then it is corresponding to $s \in \mathscr{E}^{E^{\prime}}$ which is a segment connecting $v(d, s)$ with $d$. Thus, in the following the notation $\sum_{s \in \mathscr{\delta},}$ will be replaced by $\sum_{s \in \mathscr{\delta}}$.

Remark 2. Let the matrix of linear system resulting from the finite volume scheme (14)-(16) be $A$. If for all $s$, $\bar{\kappa}_{p s}=\bar{\kappa}_{d s}$, then $A$ is symmetric positive definite. If there exists $s$ such that $\bar{\kappa}_{p s} \neq \bar{\kappa}_{d s}$, then $A$ is no more symmetric but it remains positive definite if the assumption (H3) holds (see [2]).

## 3. Proof of Theorem 1

Using Eqs. (3)-(5), we get

$$
\begin{aligned}
& \sum_{s \in \partial P_{p}} \mathbf{F}_{p s}=\left\|P_{p}\right\| f_{p} \quad(p \in \Omega), \\
& \mathbf{F}_{p s, \partial \Omega}+\int_{S_{p s} \cap \Omega \Omega} \lambda u=\left|S_{p s} \cap \partial \Omega\right| g_{p} \quad(p \in \partial \Omega), \\
& \sum_{s \in \partial D_{d} \backslash \Omega} \mathbf{F}_{d s}+\int_{D_{d} \cap \Omega} \lambda u=\left\|D_{d}\right\| f_{d}+\left|D_{d} \cap \partial \Omega\right| g_{d} .
\end{aligned}
$$

Hence there are

$$
\begin{align*}
& \sum_{s \in \partial P_{p}} \bar{F}_{p s}=-\sum_{s \in \partial P_{p}} R_{p s}\left|S_{p s}\right|+\left\|P_{p}\right\| f_{p} \quad(p \in \Omega),  \tag{20}\\
& \bar{F}_{p s, \partial \Omega}+\left|S_{p s} \cap \partial \Omega\right| \lambda_{p} u(p)=\int_{S_{p s} \cap \Omega \Omega} \lambda(x)(u(p)-u(x))+\left|S_{p s} \cap \partial \Omega\right|\left(g_{p}-R_{p s, \partial \Omega}\right) \quad(p \in \partial \Omega), \tag{21}
\end{align*}
$$

$$
\begin{equation*}
\sum_{s \in \partial D_{d} \backslash \partial \Omega} \bar{F}_{d s}+\left|D_{d} \cap \partial \Omega\right| \lambda_{d} u(d)=-\sum_{s \in \partial D_{d} \backslash \partial \Omega} R_{d s}\left|S_{d s}\right|+\int_{D_{d} \cap \partial \Omega} \lambda(x)(u(d)-u(x))+\left\|D_{d}\right\| f_{d}+\left|D_{d} \cap \partial \Omega\right| g_{d} . \tag{22}
\end{equation*}
$$

Denote

$$
G_{p s}=\bar{F}_{p s}-F_{p s}, \quad G_{d s}=\bar{F}_{d s}-F_{d s}, \quad G_{p s, 0 \Omega}=\bar{F}_{p s, \partial \Omega}-F_{p s, \partial \Omega} .
$$

Then, by using of Eqs. (14)-(16) and (20)-(22), there are

$$
\begin{align*}
& \sum_{s \in \partial P_{p}} G_{p s}=-\sum_{s \in \partial P_{p}} R_{p s}\left|S_{p s}\right| \quad(p \in \Omega),  \tag{23}\\
& G_{p s, \partial \Omega}+\left|S_{p s} \cap \partial \Omega\right| \lambda_{p} e_{p}=\int_{S_{p s} \cap \cap \Omega} \lambda(x)(u(p)-u(x))-R_{p s, \partial \Omega}\left|S_{p s} \cap \partial \Omega\right| \quad(p \in \partial \Omega),  \tag{24}\\
& \sum_{s \in \partial D_{d} \backslash \partial \Omega} G_{d s}+\left|D_{d} \cap \partial \Omega\right| \lambda_{d} e_{d}=-\sum_{s \in \partial D_{d} \backslash \partial \Omega} R_{d s}\left|S_{d s}\right|+\int_{D_{d} \cap \Omega \Omega} \lambda(x)(u(d)-u(x)), \tag{25}
\end{align*}
$$

where

$$
\begin{aligned}
& G_{p s}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(e_{v(p, s)}-e_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(e_{d}-e_{v(d, s)}\right)\right) \quad(p \in \Omega), \\
& G_{p s, \partial \Omega}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s} \cap \partial \Omega\right|}{\left|S_{d s}\right|}\left(e_{v(p, s)}-e_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s} \cap \partial \Omega\right|} \sin \theta_{s}\left(e_{d}-e_{v(d, s))}\right) \quad(p \in \partial \Omega),\right. \\
& G_{d s}=-\frac{\bar{\kappa}_{d s}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(e_{v(d, s)}-e_{d}-\frac{\left|S_{p s}\right|}{\left|S_{d s}\right|} \sin \theta_{s}\left(e_{p}-e_{v(p, s)}\right)\right) \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) .
\end{aligned}
$$

Making the scalar product of $e_{p}$ with Eqs. (23), (24) and $e_{d}$ with (25), and summing up the resulting products for $p \in \Omega, p \in \partial \Omega$ and $d$, we get

$$
\begin{align*}
\sum_{p \in \Omega} & \sum_{s \in \partial P_{p}} G_{p s} e_{p}+\sum_{p \in \partial \Omega} G_{p s, \partial \Omega} e_{p}+\sum_{p \in \partial \Omega} \lambda_{p} e_{p}^{2}\left|S_{p s} \cap \partial \Omega\right|+\sum_{d} \sum_{s \in \partial D_{d} \mid \partial \Omega} G_{d s} e_{d}+\sum_{d \in \partial \Omega} \lambda_{d} e_{d}^{2}\left|D_{d} \cap \partial \Omega\right| \\
= & -\sum_{p \in \Omega} \sum_{s \in \partial P_{p}} R_{p s} e_{p}\left|S_{p s}\right|-\sum_{d} \sum_{s \in \partial D_{d} \mid \partial \Omega} R_{d s} e_{d}\left|S_{d s}\right|-\sum_{p \in \overparen{\partial} \Omega} S_{p s, \partial \Omega}\left|S_{p s} \cap \partial \Omega\right| e_{p}+\sum_{p \in \partial \Omega \Omega} e_{p} \int_{S_{p s} \cap \partial \Omega} \lambda(x)(u(p)-u(x)) \\
& +\sum_{d \in \partial \Omega} e_{d} \int_{D_{d} \cap \cap \Omega} \lambda(x)(u(d)-u(x)) . \tag{26}
\end{align*}
$$

Noticing that $R_{p s}=-R_{v(p, s) s}$ and $R_{d s}=-R_{v(d, s) s}$, we denote $R_{s}=\left|R_{p s}\right|$ and $\bar{R}_{s}=\left|R_{d s}\right|$. In the former section, we have proved that $R_{s}\left|S_{p s}\right|=\mathrm{O}\left(h^{2}\right)$ and $\bar{R}_{s}\left|S_{d s}\right|=\mathrm{O}\left(h^{2}\right)$. Then it follows that

$$
\begin{align*}
&\left|\sum_{p \in \Omega} \sum_{s \in \partial P_{p}} R_{p s} e_{p}\right| S_{p s}\left|+\sum_{p \in \partial \Omega} R_{p s, \sigma \Omega}\right| S_{p s} \cap \partial \Omega\left|e_{p}\right| \leqslant \sum_{s \in \mathscr{\delta}}\left|R_{p s}\right| R_{s} \nabla_{s} e \leqslant\left(\sum_{s \in \mathscr{\delta}}\left(\nabla_{s} e\right)^{2}\right)^{\frac{1}{2}}\left(\sum_{s \in \mathscr{\delta}}\left(\left|S_{p s}\right| R_{s}\right)^{2}\right)^{\frac{1}{2}} \\
& \leqslant C h\|\nabla e\|_{2} \leqslant \frac{\varepsilon}{16}\|\nabla e\|_{2}^{2}+\frac{C}{\varepsilon} h^{2}  \tag{27}\\
&\left|\sum_{d} \sum_{s \in \partial D_{d} \mid \partial \Omega} R_{d s} e_{d}\right| S_{d s}| | \leqslant \leqslant \sum_{s \in \mathscr{\delta}_{\text {int }}}\left|S_{d s}\right| \bar{R}_{s} \bar{\nabla}_{s} e \leqslant\left(\sum_{s \in \delta_{\text {int }}}\left(\bar{\nabla}_{s} e\right)^{2}\right)^{\frac{1}{2}}\left(\sum_{s \in \mathcal{F}_{\text {int }}}\left(\left|S_{d s}\right| \bar{R}_{s}\right)^{2}\right)^{\frac{1}{2}} \leqslant C h\|\bar{\nabla} e\|_{2} \\
& \leqslant \frac{\varepsilon}{16}\|\bar{\nabla} e\|_{2}^{2}+\frac{C}{\varepsilon} h^{2} . \tag{28}
\end{align*}
$$

Obviously, there are

$$
\begin{align*}
& \left|\sum_{p \in \partial \Omega} e_{p} \int_{S_{p s} \cap \partial \Omega} \lambda(x)(u(p)-u(x))\right| \leqslant C h \sum_{p \in \partial \partial \Omega} \lambda_{p}\left|e_{p}\right|\left|S_{p s} \cap \partial \Omega\right| \\
& \leqslant \frac{1}{4} \sum_{p \in \partial \Omega} \lambda_{p} e_{p}^{2}\left|S_{p s} \cap \partial \Omega\right|+C h^{2} \sum_{p \in \partial \partial \Omega} \lambda_{p}\left|S_{p s} \cap \partial \Omega\right|,  \tag{29}\\
& \left|\sum_{d \in \partial \Omega} e_{d} \int_{D_{d} \cap \cap \Omega} \lambda(x)(u(d)-u(x))\right| \leqslant C h \sum_{d \in \partial \Omega \Omega} \lambda_{d}\left|e_{d}\right|\left|D_{d} \cap \partial \Omega\right| \\
& \leqslant \frac{1}{2} \sum_{d \in \partial \partial \Omega} \lambda_{d} e_{d}^{2}\left|D_{d} \cap \partial \Omega\right|+C h^{2} \sum_{d \in \partial}{ }_{d} \lambda_{d}\left|D_{d} \cap \partial \Omega\right| . \tag{30}
\end{align*}
$$

Combining (26)-(30), we get

$$
\begin{align*}
& \sum_{s \in \mathscr{E}} \frac{1}{\cos \theta_{s}}\left(\bar{\kappa}_{p s} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(e_{p}-e_{v(p, s)}\right)^{2}+\bar{\kappa}_{d s} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(e_{d}-e_{v(d, s)}\right)^{2}+\left(\bar{\kappa}_{p s}+\bar{\kappa}_{d s}\right) \sin \theta_{s}\left(e_{p}-e_{v(p, s)}\right)\left(e_{d}-e_{v(d, s))}\right)\right. \\
& \quad+\frac{1}{2} \sum_{p \in \partial \Omega} \lambda_{p} e_{p}^{2}\left|S_{p s} \cap \partial \Omega\right|+\frac{1}{2} \sum_{d \in \partial \Omega} \lambda_{d} e_{d}^{2}\left|D_{d} \cap \partial \Omega\right| \\
& \leqslant  \tag{31}\\
& C h^{2}+\frac{\varepsilon}{16}\left(\|\nabla e\|_{2}^{2}+\|\bar{\nabla} e\|_{2}^{2}\right),
\end{align*}
$$

where $C=C(\varepsilon)$ is a positive constant dependent only on the known data and $\varepsilon$. Notice that there holds the following inequality: for $a>0, c>0$, there are

$$
a x^{2}+b x y+c y^{2} \geqslant \frac{4 a c-b^{2}}{8} \min \left(\frac{1}{a}, \frac{1}{c}\right)\left(x^{2}+y^{2}\right) .
$$

Hence, from the assumption (H3) and (31), it follows

$$
\begin{equation*}
\|\nabla e\|_{2}^{2}+\|\bar{\nabla} e\|_{2}^{2}+\sum_{p \in \partial \Omega \Omega} \lambda_{p} e_{p}^{2}\left|S_{p s} \cap \partial \Omega\right|+\sum_{d \in \partial \partial \Omega} \lambda_{d} e_{d}^{2}\left|D_{d} \cap \partial \Omega\right| \leqslant C h^{2}, \tag{32}
\end{equation*}
$$

where $C=C(\varepsilon)$. The proof of Theorem 1 is finished.

## 4. Problems with discontinuous coefficient

In this section, we construct the scheme for the diffusion equations with discontinuous coefficient. Assume that the primary elements are homogeneous, but the material properties may vary between primary elements. Hence, the dual elements may contain different materials, and we denote it by - and + , respectively (see Fig. 3). For convenience, we introduce some new notations (see Fig. 4) here. Let $\sigma$ be the dual polygon side $S_{d s}=[p, v(p, s)]$. Let $d_{d, \sigma}$ be the distance between $d$ and $\sigma$, and $d_{v(d, s), \sigma}$ be the distance between $v(d, s)$ and $\sigma . I$ is the point of intersection of the segments $p v(p, s)$ and $d v(d, s)$. Moreover let $\vec{n}_{d, \sigma}$ and $\vec{n}_{v(d, s), \sigma}$ be the unit normal vectors on the edge $\sigma$ and $\vec{t}_{d, \sigma}$ and $\vec{t}_{v(d, s), \sigma}$ be the unit tangent vectors on the edge $\sigma$. Denote $\sigma_{+}$be the distance between $I$ and $v(p, s)$, and $\sigma_{-}$be the distance between $p$ and $I$.

Note that $I-d=d_{d, \sigma} \vec{n}_{d, \sigma}-r_{+} \vec{t}_{d, \sigma}$, and by the Taylor expansion,

$$
u(I)-u(d)=\nabla u(x) \cdot(I-d)+\int_{0}^{1}\left(H_{I}-H_{d}\right) s \mathrm{~d} s, \quad x \in \sigma .
$$

Then we have

$$
\begin{equation*}
\frac{u(I)-u(d)}{d_{d, \sigma}} \int_{S_{d s}} \kappa(x) \mathrm{d} l=\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{d, \sigma} \mathrm{~d} l-\frac{r_{+}}{d_{d, \sigma}} \int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{t}_{d, \sigma}+\int_{S_{d s}} \frac{\kappa(x)}{d_{d, \sigma}} \int_{0}^{1}\left(H_{I}-H_{d}\right) s \mathrm{~d} s \mathrm{~d} l . \tag{33}
\end{equation*}
$$



Fig. 3. A sample primary mesh (solid lines) and its dual mesh (dashed lines) with the discontinuous line.


Fig. 4. Notations.

Similarly, there are

$$
\begin{align*}
\frac{u(I)-u(v(d, s))}{d_{v(d, s), \sigma}} \int_{S_{d s}} \kappa(x) \mathrm{d} l= & \int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{v(d, s), \sigma} \mathrm{d} l-\frac{r_{-}}{d_{v(d, s), \sigma}} \int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{t}_{v(d, s), \sigma} \\
& +\int_{S_{d s}} \frac{\kappa(x)}{d_{v(d, s), \sigma}} \int_{0}^{1}\left(H_{I}-H_{v(d, s)}\right) s \mathrm{~d} s \mathrm{~d} l . \tag{34}
\end{align*}
$$

Denote

$$
\tau_{d, \sigma}=\frac{\int_{S_{d s}} \kappa(x) \mathrm{d} l}{d_{d, \sigma}}, \quad \tau_{v(d, s), \sigma}=\frac{\int_{S_{d s}} \kappa(x) \mathrm{d} l}{d_{v(d, s), \sigma}}
$$

Note that $\vec{n}_{v(d, s), \sigma}=-\vec{n}_{d, \sigma}$ and $\vec{t}_{v(d, s), \sigma}=-\vec{t}_{d, \sigma}$. We have

$$
\begin{align*}
\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{d, \sigma} \mathrm{~d} l= & \frac{1}{2}\left[\tau_{d, \sigma}(u(I)-u(d))+\tau_{v(d, s), \sigma}(u(v(d, s))-u(I))\right. \\
& \left.+\left(\frac{r_{+}}{\tau_{d, \sigma}}+\frac{r_{-}}{\tau_{v(d, s), \sigma}}\right) \int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{t}_{d, \sigma} \mathrm{~d} l\right] \\
& +\frac{1}{2}\left(\frac{1}{d_{v(d, s), \sigma}} \int_{S_{d s}} \kappa(x) \int_{0}^{1}\left(H_{I}-H_{v(d, s)}\right) s \mathrm{~d} s \mathrm{~d} l+\frac{1}{d_{d, \sigma}} \int_{S_{d s}} \kappa(x) \int_{0}^{1}\left(H_{d}-H_{I}\right) s \mathrm{~d} s \mathrm{~d} l\right) . \tag{35}
\end{align*}
$$

By the continuity of the normal flux

$$
\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{v(d, s), \sigma} \mathrm{d} l=-\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{d, \sigma} \mathrm{~d} l
$$

and $\frac{r_{+}}{d_{d, \sigma}}=\frac{r_{-}}{d_{v(d, s), \sigma}}$, we have

$$
\begin{equation*}
u(I)=\frac{\tau_{d, \sigma} u(d)+\tau_{v(d, s), \sigma} u(v(d, s))}{\tau_{d, \sigma}+\tau_{v(d, s), \sigma}}+\mathbf{O}\left(h^{2}\right) \tag{36}
\end{equation*}
$$

Similarly, we have

$$
\frac{u(v(p, s))-u(I)}{|v(p, s)-I|} \int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l=\int_{\sigma_{+}} \kappa^{+}(x) \nabla u^{+}(x) \cdot \vec{t}_{d, \sigma} \mathrm{~d} l+\frac{1}{|v(p, s)-I|} \int_{\sigma_{+}} \kappa^{+}(x) \int_{0}^{1}\left(H_{v(p, s)}-H_{I}^{+}\right) s \mathrm{~d} s \mathrm{~d} l
$$

and

$$
\frac{u(I)-u(p)}{|I-p|} \int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l=\int_{\sigma_{-}} \kappa^{-}(x) \nabla u^{-}(x) \cdot \vec{t}_{d, \sigma} \mathrm{~d} l+\frac{1}{|I-p|} \int_{\sigma_{-}} \kappa^{-}(x) \int_{0}^{1}\left(H_{I}^{-}-H_{p}\right) s \mathrm{~d} s \mathrm{~d} l
$$

Combine the above two equations to obtain

$$
\begin{align*}
\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{t}_{d, \sigma} \mathrm{~d} l= & \frac{u(v(p, s))-u(I)}{|v(p, s)-I|} \int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l+\frac{u(I)-u(p)}{|I-p|} \int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l-\frac{1}{|v(p, s)-I|} \\
& \times \int_{\sigma_{+}} \kappa^{+}(x) \int_{0}^{1}\left(H_{v(p, s)}-H_{I}^{+}\right) s \mathrm{~d} s \mathrm{~d} l-\frac{1}{|I-p|} \int_{\sigma_{-}} \kappa^{-}(x) \int_{0}^{1}\left(H_{I}^{-}-H_{p}\right) s \mathrm{~d} s \mathrm{~d} l . \tag{37}
\end{align*}
$$

Substitute (36) and (37) into (35) to obtain

$$
\begin{aligned}
\int_{S_{d s}} \kappa(x) \nabla u(x) \cdot \vec{n}_{d, \sigma} \mathrm{~d} l= & {\left[\tau_{\sigma}+\frac{\left(d_{d, \sigma}-d_{v(d, s), \sigma}\right)}{4\left(d_{d, \sigma}+d_{v(d, s), \sigma}\right)}\left(\frac{r_{+}}{d_{d, \sigma}}+\frac{r_{-}}{d_{v(d, s), \sigma}}\right)\left(\frac{1}{\left|\sigma_{-}\right|} \int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l-\frac{1}{\left|\sigma_{+}\right|} \int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l\right)\right] } \\
& \times(u(v(d, s))-u(d))+\frac{1}{4}\left(\frac{r_{+}}{d_{d, \sigma}}+\frac{r_{-}}{d_{v(d, s), \sigma}}\right)\left[\left(\frac{1}{\left|\sigma_{-}\right|} \int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l+\frac{1}{\left|\sigma_{+}\right|} \int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l\right)\right. \\
& \times(u(v(p, s))-u(p))+\left(\frac{1}{\left|\sigma_{-}\right|} \int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l-\frac{1}{\left|\sigma_{+}\right|} \int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l\right) \\
& \times(u(d)+u(v(d, s))-u(v(p, s))-u(p))]+\mathrm{O}\left(h^{2}\right),
\end{aligned}
$$

where

$$
\tau_{\sigma}=\frac{\tau_{d, \sigma} \tau_{\nu(d, s), \sigma}}{\tau_{d, \sigma}+\tau_{\nu(d, s), \sigma}}=\frac{\int_{S_{d s}} \kappa(x) \mathrm{d} l}{\tau_{d, \sigma}+\tau_{\nu(d, s), \sigma}} .
$$

Hence, we define

$$
\begin{align*}
F_{d s}= & -\left[\tau_{\sigma}+\frac{\left(d_{d, \sigma}-d_{v(d, s), \sigma}\right)}{4\left(d_{d, \sigma}+d_{v(d, s), \sigma}\right)}\left(\frac{r_{+}}{d_{d, \sigma}}+\frac{r_{-}}{d_{v(d, s), \sigma}}\right)\left(\frac{\int_{\sigma-} \kappa^{-}(x) \mathrm{d} l}{\left|\sigma_{-}\right|}-\frac{\int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l}{\left|\sigma_{+}\right|}\right)\right]\left(u_{v(d, s)}-u_{d}\right) \\
& -\frac{1}{4}\left(\frac{r_{+}}{d_{d, \sigma}}+\frac{r_{-}}{d_{v(d, s), \sigma}}\right)\left[\frac{\int_{\sigma-} \kappa^{-}(x) \mathrm{d} l}{\left|\sigma_{-}\right|}\left(u_{d}+u_{v(d, s)}-2 u_{p}\right)-\frac{\int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l}{\left|\sigma_{+}\right|}\left(u_{d}+u_{v(d, s)}-2 u_{v(p, s)}\right)\right] . \tag{38}
\end{align*}
$$

When $\kappa(x)$ is continuous across $\sigma$, there is $\frac{\int_{\sigma_{-}} \kappa^{-}(x) \mathrm{d} l}{\left|\sigma_{-}\right|} \approx \frac{\int_{\sigma_{+}} \kappa^{+}(x) \mathrm{d} l}{\left|\sigma_{+}\right|} \approx \bar{\kappa}_{d s}$. Hence

$$
\begin{aligned}
F_{d s} & =-\tau_{\sigma}\left(u_{v(d, s)}-u_{d}\right)-\frac{1}{4}\left(\frac{r_{+}}{d_{d, \sigma}}+\frac{r_{-}}{d_{v(d, s), \sigma}}\right) \bar{\kappa}_{d s}\left(2 u_{v(p, s)}-2 u_{p}\right) \\
& =\frac{\bar{\kappa}_{d s}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(u_{d}-u_{v(d, s)}\right)-\tan \theta_{s} \bar{\kappa}_{d s}\left(u_{v(p, s)}-u_{p}\right),
\end{aligned}
$$

i.e., $F_{d s}$ is reduced to (19).

An analogous derivation for primary elements gives the definition

$$
\begin{equation*}
F_{p s}=-\frac{\left|S_{p s}\right|}{\cos \theta_{s}} \frac{\bar{\kappa}^{-} \bar{\kappa}^{+}}{\sigma_{+} \bar{\kappa}^{-}+\sigma_{-} \bar{\kappa}^{+}}\left(u_{v(p, s)}-u_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}-u_{v(d, s)}\right)\right), \tag{39}
\end{equation*}
$$

where $\bar{\kappa}^{-}=\frac{\int_{S_{s s}} \kappa^{-}(x) \mathrm{d} l}{\left|S_{p s s}\right|}, \bar{\kappa}^{+}=\frac{\int_{S_{s s}} \kappa^{+}(x) \mathrm{d} l}{\left|S_{p s}\right|}$. When $\kappa(x)$ is continuous across $S_{p s}$, there is $\bar{\kappa}^{+}=\bar{\kappa}^{-}=\bar{\kappa}_{p s}$. Hence

$$
F_{p s}=-\frac{\bar{\kappa}_{p s}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u_{v(p, s)}-u_{p}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}-u_{v(d, s)}\right)\right)
$$

i.e., $F_{p s}$ is reduced to (17).

Hence, we can obtain the finite volume scheme for the diffusion equation with discontinuous coefficient.

## 5. Non-stationary diffusion problem

In this section, we will extend the previous results to the following diffusion problem:

$$
\begin{align*}
& u_{t}-\nabla \cdot(\kappa(x, t) \nabla u)=f(x, t) \quad \text { in } \Omega \times(0, T],  \tag{40}\\
& (\kappa(x, t) \nabla u) \cdot v+\lambda(x, t) u=g(x, t) \quad \text { on } \partial \Omega \times[0, T],  \tag{41}\\
& u(x, 0)=\varphi(x) \quad \text { on } \Omega . \tag{42}
\end{align*}
$$

The notations have the similar meaning as those in the Section 2. Discretize the time segment by $0=t^{0}<T^{1}<\cdots<T_{N+1}=T, t^{n}=n \Delta t$. We adopt the implicit scheme for the problem (40)-(42) and the same discretization as the Section 2 for the diffusion term, source term and the initial-boundary condition. We can get the following finite volume scheme:

$$
\begin{align*}
& \left\|P_{p}\right\| \frac{u_{p}^{n+1}-u_{p}^{n}}{\Delta t}+\sum_{s \in \partial P_{p}} F_{p s}^{n+1}=\left\|P_{p}\right\| f_{p}^{n+1}, \quad p \in \Omega,  \tag{43}\\
& F_{p s, \partial \Omega}^{n+1}+\left|S_{p s} \cap \partial \Omega\right| \lambda_{p}^{n+1} u_{p}^{n+1}=\left|S_{p s} \cap \partial \Omega\right| g_{p}^{n+1}, \quad p \in \partial \Omega,  \tag{44}\\
& \left\|D_{d}\right\| \frac{u_{d}^{n+1}-u_{d}^{n}}{\Delta t}+\sum_{s \in \partial D_{d} \backslash \partial \Omega} F_{d s}^{n+1}+\left|D_{d} \cap \partial \Omega\right| \lambda_{d}^{n+1} u_{d}^{n+1}=\left\|D_{d}\right\| f_{d}^{n+1}+\left|D_{d} \cap \partial \Omega\right| g_{d}^{n+1}, \tag{45}
\end{align*}
$$

where $u_{p}^{n+1}, u_{d}^{n+1}$ are the unknown discrete functions defined on the primary mesh and the dual mesh respectively, and

$$
\begin{aligned}
& F_{p s}^{n+1}=-\frac{\bar{\kappa}_{p s}^{n+1}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u_{v(p, s)}^{n+1}-u_{p}^{n+1}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}^{n+1}-u_{v(d, s)}^{n+1}\right)\right) \quad(p \in \Omega), \\
& F_{p s, \partial \Omega}^{n+1}=-\frac{\bar{\kappa}_{p s}^{n+1}}{\cos \theta_{s}} \frac{\left|S_{p s}\right|}{\left|S_{d s}\right|}\left(u_{v(p, s)}^{n+1}-u_{p}^{n+1}-\frac{\left|S_{d s}\right|}{\left|S_{p s}\right|} \sin \theta_{s}\left(u_{d}^{n+1}-u_{v(d, s)}^{n+1}\right)\right) \quad(p \in \partial \Omega), \\
& F_{d s}^{n+1}=-\frac{\bar{\kappa}_{d s}^{n+1}}{\cos \theta_{s}} \frac{\left|S_{d s}\right|}{\left|S_{p s}\right|}\left(u_{v(d, s)}^{n+1}-u_{d}^{n+1}-\frac{\left|S_{p s}\right|}{\left|S_{s s}\right|} \sin \theta_{s}\left(u_{p}^{n+1}-u_{v(p, s)}^{n+1}\right)\right) \quad\left(s \in \partial D_{d} \backslash \partial \Omega\right) .
\end{aligned}
$$

Introduce the following assumptions:
(H1)' (i) There are positive constants $\kappa_{1}, \kappa_{2}, \lambda_{1}, \lambda_{2}$ such that

$$
\kappa_{1} \leqslant \kappa(x, t) \leqslant \kappa_{2}, \quad \lambda_{1} \leqslant \lambda(x, t) \leqslant \lambda_{2}, \quad \forall(x, t) \in \bar{\Omega} \times[0, T] ;
$$

(ii) $\kappa(x, t), \lambda(x, t), f(x, t), g(x, t)$ are continuous on $\bar{\Omega} \times[0, T]$, and $\varphi(x, t)$ is continuous on $\bar{\Omega}$;
(iii) The problem (40)-(42) has a unique solution $u=u(x, t) \in C^{2,1}(\bar{\Omega} \times[0, T])$.
(H3) ${ }^{\prime}\left(\bar{\kappa}_{p s}+\bar{\kappa}_{d s}\right)^{2} \sin ^{2} \theta_{s} \leqslant 4 \bar{\kappa}_{p s} \bar{\kappa}_{d s}$.
In the following $C=C(\varepsilon)$ is a positive constant dependent only on the known data and $\varepsilon$, which maybe different from line to line. And let

$$
\left\|e^{n+1}\right\|_{2}^{2}=\sum_{p \in \Omega}\left(e_{p}^{n+1}\right)^{2}\left\|P_{p}\right\|+\sum_{d}\left(e_{d}^{n+1}\right)^{2}\left\|D_{d}\right\| .
$$

Using the similar methods of proof in Section 3, and the Gronwall inequality, we can get the following convergent theorem.
Theorem 2. Assume that the conditions (H1)', (H2) and (H3)' are satisfied. Then, (i) the following estimate is satisfied.

$$
\left\|e^{n+1}\right\|_{2} \leqslant C(h+\Delta t)
$$

(ii) there holds

$$
\left\|e^{n+1}\right\|_{2}^{2}+\sum_{k=0}^{n}\left(\left\|\nabla e^{k+1}\right\|_{2}^{2}+\left\|\bar{\nabla} e^{k+1}\right\|_{2}^{2}+\sum_{p \in \mathrm{\partial} \Omega} \lambda_{p}^{k+1}\left(e_{p}^{k+1}\right)^{2}\left|S_{p s} \cap \partial \Omega\right|+\sum_{d \in \mathrm{o} \Omega} \lambda_{d}^{k+1}\left(e_{d}^{k+1}\right)^{2}\left|D_{d} \cap \partial \Omega\right|\right) \Delta t \leqslant C(h+\Delta t)^{2} .
$$

## 6. Numerical results

In [2] some interesting numerical results for both linear and nonlinear parabolic equations are given to show the second-order accuracy and the efficiency of the method. In this section we present the numerical results obtained on different meshes for several test problems. Four different types of meshes are used. One is a uniform mesh for the domain $\Omega=[0,1] \times[0,1]$. The number of cell center unknowns in the $x$ and $y$ directions are $I$ and $J$ respectively, and therefore the total number of mesh points is $(I+1) \times(J+1)$. The other three are distorted meshes. The first distorted mesh is a mesh with a sine domain (see Fig. 7) defined as $\Omega=\{(x, y) \mid 0 \leqslant x \leqslant 1,0 \leqslant y \leqslant Y(x)\}$, where $Y(x)=1+\sin (2 \pi x) / 2$. The mesh is defined as

$$
x_{i j}=\frac{i}{I}, \quad y_{i j}=\frac{j Y\left(x_{i j}\right)}{J}, \quad i=0,1, \ldots, I,=0,1, \ldots, J .
$$

The second distorted mesh is a Z-mesh as described in [5], and it is shown in Fig. 5. The third distorted mesh is a random mesh. The random mesh over the physical domain $\Omega=[0,1] \times[0,1]$ is defined by

$$
x_{i j}=\frac{i}{I}+\frac{\sigma}{I}\left(R_{x}-0.5\right), \quad y_{i j}=\frac{i}{J}+\frac{\sigma}{J}\left(R_{y}-0.5\right),
$$



Fig. 5. Z-mesh.
where $\sigma \in[0,1]$ is a parameter and $R_{x}$ and $R_{y}$ are two normalized random variables. When $\sigma=0$ the mesh is uniform, and when $\sigma$ is close to one it can become highly skewed. Fig. 6 is a random mesh generated with $\sigma=0.7$.

Note that the linear system is symmetric and positive definite when $\bar{\kappa}_{p s}=\bar{\kappa}_{d s}(\forall s)$, and no more symmetric when $\bar{\kappa}_{p s} \neq \bar{\kappa}_{d s}$. In the following, the symmetric and positive definite linear systems are solved by the conjugate gradient method and the non-symmetric linear systems are solved by the biconjugate gradient stabilized algorithm.


Fig. 6. Random mesh ( $\sigma=0.7$ ).


Fig. 7. Sin-mesh.

### 6.1. Linear elliptic equation

Consider the following linear elliptic equation whose exact solution is $u=2+\cos (\pi x)+\sin (\pi y)$ :

$$
\begin{aligned}
& -\nabla \cdot(\nabla u)=\pi^{2}(\cos (\pi x)+\sin (\pi y)) \quad \text { in } \Omega, \\
& u=2+\cos (\pi x)+\sin (\pi y) \quad \text { on } \partial \Omega_{S} \cup \partial \Omega_{N}, \\
& \nabla u \cdot v=0 \quad \text { on } \partial \Omega_{E} \cup \partial \Omega_{W} .
\end{aligned}
$$

In order to illustrate the robust of the method, we will give in Table 1 the error (maximum error) and the gradient of the error (H1-norm, see Theorem 1) between the exact solution and the computed solution for the four meshes: uniform mesh, sin-mesh, Z-mesh and random mesh. From this table, we can see that the method is almost second-order convergent for the maximum error on the four meshes, and the convergent order for

Table 1
Results for the linear elliptic equation

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ | $192 \times 192$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Uniform mesh | Maximum error | $1.08 \mathrm{E}-2$ | $2.71 \mathrm{E}-3$ | $6.77 \mathrm{E}-4$ | $1.71 \mathrm{E}-4$ | $4.54 \mathrm{E}-5$ |
|  | Ratio | - | 3.99 | 4.00 | 3.96 | 3.77 |
|  | H1-norm | $6.31 \mathrm{E}-2$ | $1.97 \mathrm{E}-2$ | $6.39 \mathrm{E}-3$ | $2.13 \mathrm{E}-3$ | $7.26 \mathrm{E}-4$ |
| Sin-mesh | Ratio | - | 3.20 | 3.08 | 3.00 | 2.93 |
|  | Maximum error | $4.24 \mathrm{E}-2$ | $1.05 \mathrm{E}-2$ | $2.69 \mathrm{E}-3$ | $6.78 \mathrm{E}-4$ | $1.71 \mathrm{E}-4$ |
|  | Ratio | - | 4.04 | 3.90 | 3.97 | 3.96 |
|  | H1-norm | $2.06 \mathrm{E}-1$ | $6.39 \mathrm{E}-2$ | $1.98 \mathrm{E}-2$ | $6.33 \mathrm{E}-3$ | $2.08 \mathrm{E}-3$ |
|  | Ratio | - | 3.22 | 3.23 | 3.13 | 3.04 |
| Z-mesh | Maximum error | $4.75 \mathrm{E}-2$ | $1.27 \mathrm{E}-2$ | $3.17 \mathrm{E}-3$ | $8.02 \mathrm{E}-4$ | $1.99 \mathrm{E}-4$ |
|  | Ratio | - | 3.74 | 4.01 | 3.95 | 4.03 |
|  | H1-norm | $3.36 \mathrm{E}-1$ | $1.11 \mathrm{E}-1$ | $3.59 \mathrm{E}-2$ | $1.17 \mathrm{E}-2$ | $3.90 \mathrm{E}-3$ |
|  | Ratio | - | 3.03 | 3.09 | 3.07 | 3.00 |
|  | Maximum error | $1.67 \mathrm{E}-2$ | $4.28 \mathrm{E}-3$ | $1.25 \mathrm{E}-3$ | $3.42 \mathrm{E}-4$ | $9.31 \mathrm{E}-5$ |
|  | Random mesh | - | 3.90 | 3.42 | 3.65 | 3.67 |
|  | Ratio | $1.24 \mathrm{E}-1$ | $5.28 \mathrm{E}-2$ | $2.51 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ | $6.12 \mathrm{E}-3$ |
|  | H1-norm | - | 2.35 | 2.10 | 2.02 | 2.03 |

the gradient of the error is higher than 1.5 on the three first meshes and over 1 on the random mesh, which verify the theoretical results.

Then, we consider the general model diffusion problem

$$
\begin{array}{ll}
-\nabla \cdot(\kappa \cdot \nabla u)=f & \text { in } \Omega, \\
u=\sin (\pi x) \sin (\pi y) & \text { on } \partial \Omega
\end{array}
$$

Here $\kappa$ is a symmetric positive definite matrix, $\kappa=R D R^{\mathrm{T}}$, and

$$
R=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right), \quad D=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right)
$$

and

$$
\theta=\frac{5 \pi}{12}, \quad d_{1}=1+2 x^{2}+y^{2}, \quad d_{2}=1+x^{2}+2 y^{2}
$$

The solution is chosen to be

$$
u(x, y)=\sin (\pi x) \sin (\pi y) .
$$

We present the numerical results obtained with the finite volume method (FVM) in the Section 2 and the support operators method (SOM) given by Shashkov in [11]. We use the program for support operators method attached to his book. The results on different meshes for FVM and SOM are presented in Tables 2 and 3 , respectively.

Table 2
Results of FVM for the general model diffusion problem

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ | $192 \times 192$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Sin-mesh | Maximum error | $2.05 \mathrm{E}-2$ | $7.47 \mathrm{E}-3$ | $2.36 \mathrm{E}-3$ | $6.67 \mathrm{E}-4$ | $1.79 \mathrm{E}-4$ |
|  | Ratio | - | 2.74 | 3.17 | 3.54 | 3.73 |
|  | H1-norm | $1.95 \mathrm{E}-1$ | $6.52 \mathrm{E}-2$ | $2.11 \mathrm{E}-2$ | $6.92 \mathrm{E}-3$ | $2.30 \mathrm{E}-3$ |
|  | Ratio | - | 2.99 | 3.09 | 3.05 | 3.01 |
| Z-mesh | Maximum error | $5.80 \mathrm{E}-2$ | $1.61 \mathrm{E}-2$ | $3.89 \mathrm{E}-3$ | $9.96 \mathrm{E}-4$ | $2.50 \mathrm{E}-4$ |
|  | Ratio | - | 3.60 | 4.14 | 3.91 | 3.98 |
|  | H1-norm | $4.55 \mathrm{E}-1$ | $1.42 \mathrm{E}-1$ | $4.30 \mathrm{E}-2$ | $1.32 \mathrm{E}-2$ | $4.21 \mathrm{E}-3$ |
|  | Ratio | - | 3.20 | 3.30 | 3.26 | 3.14 |
| Random mesh | Maximum error | $1.30 \mathrm{E}-2$ | $3.24 \mathrm{E}-3$ | $9.31 \mathrm{E}-4$ | $2.48 \mathrm{E}-4$ | $7.36 \mathrm{E}-5$ |
|  | Ratio | - | 4.01 | 3.48 | 3.75 | 3.37 |
|  | H1-norm | $1.04 \mathrm{E}-1$ | $5.37 \mathrm{E}-2$ | $2.48 \mathrm{E}-2$ | $1.27 \mathrm{E}-2$ | $6.33 \mathrm{E}-3$ |
|  | Ratio | - | 1.94 | 2.17 | 1.95 | 2.01 |

Table 3
Results of SOM for the general model diffusion problem

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ | $192 \times 192$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Sin-mesh | Maximum error | $2.66 \mathrm{E}-2$ | $7.16 \mathrm{E}-3$ | $1.83 \mathrm{E}-3$ | $4.59 \mathrm{E}-4$ | $1.15 \mathrm{E}-4$ |
|  | Ratio | - | 3.72 | 3.91 | 3.99 | 3.99 |
|  | H1-norm | $1.02 \mathrm{E}-1$ | $2.78 \mathrm{E}-2$ | $7.24 \mathrm{E}-3$ | $1.90 \mathrm{E}-3$ | $5.13 \mathrm{E}-4$ |
|  | Ratio | - | 3.67 | 3.84 | 3.81 | 3.70 |
| Z-mesh | Maximum error | $3.93 \mathrm{E}-2$ | $1.51 \mathrm{E}-2$ | $4.95 \mathrm{E}-3$ | $1.47 \mathrm{E}-3$ | $4.52 \mathrm{E}-4$ |
|  | Ratio | - | 2.60 | 3.05 | 3.37 | 3.25 |
|  | H1-norm | $3.17 \mathrm{E}-1$ | $1.48 \mathrm{E}-1$ | $5.69 \mathrm{E}-2$ | $2.11 \mathrm{E}-2$ | $7.63 \mathrm{E}-3$ |
|  | Ratio | - | 2.14 | 2.60 | 2.70 | 2.77 |
| Random mesh | Maximum error | $7.60 \mathrm{E}-2$ | $2.65 \mathrm{E}-2$ | $1.69 \mathrm{E}-2$ | $1.35 \mathrm{E}-2$ | $1.14 \mathrm{E}-2$ |
|  | Ratio | - | 2.87 | 1.57 | 1.25 | 1.18 |
|  | H1-norm | 0.41 | 0.38 | 0.35 | 0.37 | 0.38 |
|  | Ratio | - | 1.08 | 1.09 | 0.95 | 0.97 |

From Tables 2 and 3, we can see that (i) on the sin-mesh the accuracy of SOM is slightly higher than the accuracy of the FVM; (ii) on the Z-mesh, the SOM produces the better results than the FVM when the mesh is coarse, but the FVM produces the better results than the SOM when the mesh is refined enough; (iii) on the random mesh, the FVM produces significantly better results than the SOM. From these results it can be concluded that the finite volume method obtains the better results than the support operators method on Z-mesh and random mesh for this test problem.

The SOM often leads to a symmetric and positive definite coefficient matrix, however, it does not offer an explicit expression of discrete flux. The FVM used in this sub-section offers an explicit expression of discrete flux, however, it generally leads to a non-symmetric coefficient matrix, though the coefficient matrix is generally positive definite. The relation between these methods will be studied in future.

### 6.2. Linear elliptic equation with discontinuous coefficient

Consider the following linear elliptic equation with discontinuous coefficient,

$$
-\nabla \cdot(\kappa(x, y) \cdot \nabla u)=f(x, y) \quad \text { in } \Omega
$$

where

$$
\kappa(x, y)= \begin{cases}4, & (x, y) \in\left(0, \frac{2}{3}\right] \times(0,1) \\ 1, & (x, y) \in\left(\frac{2}{3}, 1\right) \times(0,1)\end{cases}
$$

and

$$
f(x, y)= \begin{cases}20 \pi^{2} \sin \pi x \sin 2 \pi y, & (x, y, t) \in\left(0, \frac{2}{3}\right] \times(0,1), \\ 20 \pi^{2} \sin 4 \pi x \sin 2 \pi y, & (x, y, t) \in\left(\frac{2}{3}, 1\right) \times(0,1)\end{cases}
$$

The exact solution of the problem is

$$
u(x, y, t)= \begin{cases}\sin \pi x \sin 2 \pi y, & (x, y, t) \in\left(0, \frac{2}{3}\right] \times(0,1) \\ \sin 4 \pi x \sin 2 \pi y, & (x, y, t) \in\left(\frac{2}{3}, 1\right) \times(0,1)\end{cases}
$$

and the Dirichlet boundary condition is used.
Since $\kappa$ is discontinuous across $x=2 / 3$, we use the randomly distorted mesh shown in Fig. 8. Hence each primary element is homogeneous, but material properties vary across $x=2 / 3$. In Table 4, we show the error


Fig. 8. Random mesh with a discontinuity in $x=2 / 3(\sigma=0.7)$.

Table 4
Results for the linear elliptic equation with discontinuous coefficient

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ | $192 \times 192$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Uniform mesh | Maximum error | $7.66 \mathrm{E}-2$ | $2.36 \mathrm{E}-2$ | $6.50 \mathrm{E}-3$ | $1.69 \mathrm{E}-3$ | $4.31 \mathrm{E}-4$ |
|  | Ratio | - | 3.25 | 3.63 | 3.85 | 3.92 |
|  | H1-norm | $7.03 \mathrm{E}-1$ | $2.01 \mathrm{E}-1$ | $5.90 \mathrm{E}-2$ | $1.80 \mathrm{E}-2$ | $5.70 \mathrm{E}-3$ |
|  | Ratio | - | 3.50 | 3.41 | 3.28 | 3.16 |
| Sin-mesh | Maximum error | $1.93 \mathrm{E}-1$ | $5.93 \mathrm{E}-2$ | $1.61 \mathrm{E}-2$ | $5.00 \mathrm{E}-3$ | $1.39 \mathrm{E}-3$ |
|  | Ratio | - | 3.25 | 3.68 | 3.22 | 3.60 |
|  | H1-norm | 1.86 | $5.84 \mathrm{E}-1$ | $1.69 \mathrm{E}-1$ | $5.06 \mathrm{E}-2$ | $1.58 \mathrm{E}-2$ |
|  | Ratio | - | 3.18 | 3.46 | 3.34 | 3.20 |
|  |  |  |  | $1.36 \mathrm{E}-1$ | $3.93 \mathrm{E}-2$ | $1.81 \mathrm{E}-2$ |
| Z-mesh | Maximum error | $6.44 \mathrm{E}-1$ | 4.74 | 3.46 | 2.17 | $1.96 \mathrm{E}-3$ |
|  | Ratio | - | 3.42 | $3.86 \mathrm{E}-1$ | $1.24 \mathrm{E}-1$ | $5.10 \mathrm{E}-2$ |
|  | H1-norm | 4.74 | 3.34 | 3.11 | 2.43 |  |
|  | Ratio | - | $3.53 \mathrm{E}-2$ | $1.12 \mathrm{E}-2$ | $3.13 \mathrm{E}-3$ | $8.63 \mathrm{E}-4$ |
|  | Random mesh | Maximum error | $1.81 \mathrm{E}-1$ | 5.13 | 3.15 | 3.58 |
|  | Ratio | - | $4.20 \mathrm{E}-1$ | $1.66 \mathrm{E}-1$ | $7.86 \mathrm{E}-2$ | 3.63 |
|  | H1-norm | 1.24 | 2.95 | $3.82 \mathrm{E}-2$ |  |  |
|  | Ratio | - |  | 2.11 | 2.06 |  |

and the gradient of the error between the exact solution and the numerical solution for the four meshes: uniform mesh, sin-mesh, Z-mesh and random mesh with a discontinuity. From this table, we can see that the convergent order for the maximum error and the gradient of the error are higher than first-order on the four meshes.

### 6.3. Linear parabolic equation

Consider the following linear parabolic equation whose exact solution is $u=\mathrm{e}^{-\pi^{2} t}(2+\cos (\pi x)+\sin (\pi y))$ :

$$
\begin{aligned}
& u_{t}-\nabla \cdot(\nabla u)=-2 \pi^{2} \mathrm{e}^{-\pi^{2} t} \quad \text { in } \Omega, \\
& u=\mathrm{e}^{-\pi^{2} t}(2+\cos (\pi x)+\sin (\pi y)) \quad \text { on } \partial \Omega_{S} \cup \partial \Omega_{N}, \\
& \nabla u \cdot v=0 \quad \text { on } \partial \Omega_{E} \cup \partial \Omega_{W} .
\end{aligned}
$$

Table 5
Results for the linear parabolic equation ( $\Delta t=1.0 \mathrm{E}-5, T=0.01$ )

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Uniform mesh | Maximum error | $8.55 \mathrm{E}-3$ | $2.14 \mathrm{E}-3$ | $5.36 \mathrm{E}-4$ | $1.36 \mathrm{E}-4$ |
|  | Ratio | - | 4.00 | 3.99 | 3.94 |
|  | H1-norm | $4.53 \mathrm{E}-2$ | $1.54 \mathrm{E}-2$ | $5.35 \mathrm{E}-3$ | $1.86 \mathrm{E}-3$ |
| Sin-mesh | Ratio | - | 2.94 | 2.88 | 2.88 |
|  | Maximum error | $4.08 \mathrm{E}-2$ | $1.01 \mathrm{E}-2$ | $2.60 \mathrm{E}-3$ | $6.56 \mathrm{E}-4$ |
|  | Ratio | - | 4.04 | 3.88 | 3.96 |
|  | H1-norm | $1.68 \mathrm{E}-1$ | $5.43 \mathrm{E}-2$ | $1.72 \mathrm{E}-2$ | $5.61 \mathrm{E}-3$ |
|  | Ratio | - | 3.09 | 3.16 | 3.07 |
| Z-mesh | Maximum error | $2.76 \mathrm{E}-2$ | $8.72 \mathrm{E}-3$ | $2.34 \mathrm{E}-3$ | $6.02 \mathrm{E}-4$ |
|  | Ratio | - | 3.16 | 3.73 | 3.89 |
|  | H1-norm | $2.40 \mathrm{E}-1$ | $9.00 \mathrm{E}-2$ | $3.08 \mathrm{E}-2$ | $1.05 \mathrm{E}-2$ |
|  | Ratio | - | 2.67 | 2.92 | 2.93 |
|  | Maximum error | $1.47 \mathrm{E}-2$ | $3.61 \mathrm{E}-3$ | $1.00 \mathrm{E}-3$ | $2.45 \mathrm{E}-4$ |
|  | Random mesh | - | 4.07 | 3.61 | 4.08 |
|  | Ratio | $1.06 \mathrm{E}-1$ | $4.97 \mathrm{E}-2$ | $2.46 \mathrm{E}-2$ | $1.23 \mathrm{E}-2$ |
|  | H1-norm | - | 2.13 | 2.02 | 2.00 |

In this computation, the time step size is chosen as $\Delta t=1.0 \mathrm{E}-5$. With this small time step size, the time discretization error in our results can be ignored compared to the error from spatial discretization. We also give the error on four different meshes in Table 5. From this table, we can see that the method also recover secondorder convergence for the maximum error and more than first-order convergence for the gradient of the error.

Next we discuss a problem whose solution has a large gradient. Consider the following linear parabolic equation:

$$
u_{t}-\nabla \cdot(\kappa \nabla u)=f(x, y, t) \quad \text { in } \Omega .
$$

The exact solution is $u=h \mathrm{e}^{-a t} \arctan \left(b\left(c t-\left(x^{2}+y^{2}\right)\right)\right)+d$. Let $\kappa=Z$ and $a, b, c, d, h, Z$ be the given constants. Moreover the boundary condition is taken as Dirichlet condition. We can see that the solution $u$ has a large gradient at $x^{2}+y^{2}=c t$. We take $a=0.01, b=10, c=1, d=10, h=1, Z=1$. The computational domain is a sector, we use the regular mesh (Fig. 9) and random mesh (Fig. 10).

In Table 6, we give the maximum error and the gradient of the error for the regular mesh and random mesh respectively. From this table, we can see that the method also obtain the second-order convergence for the maximum error and more than first-order convergence for the gradient of the error.

### 6.4. Nonlinear parabolic equation

Consider the following nonlinear parabolic equation whose exact solution is $u=\mathrm{e}^{-\pi^{2} t}(2+\cos (\pi x)+$ $\sin (\pi y))$ :

$$
\begin{aligned}
& u_{t}-\nabla \cdot(\kappa(u) \nabla u)=f(x, y, t) \quad \text { in } \Omega, \\
& u=e^{-\pi^{2} t}(2+\cos (\pi x)+\sin (\pi y)) \quad \text { on } \partial \Omega_{S} \cup \partial \Omega_{N}, \\
& \nabla u \cdot v=0 \quad \text { on } \partial \Omega_{E} \cup \partial \Omega_{W},
\end{aligned}
$$



Fig. 9. Regular mesh.


Fig. 10. Random mesh ( $\sigma=0.7$ ).

Table 6
Results for linear parabolic equation ( $\Delta t=1.0 E-3, T=0.4$ )

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Regular mesh | Maximum error | $7.15 \mathrm{E}-2$ | $1.59 \mathrm{E}-2$ | $4.07 \mathrm{E}-3$ | $1.01 \mathrm{E}-3$ |
|  | Ratio | - | 4.50 | 3.91 | 4.03 |
|  | H1-norm | $6.30 \mathrm{E}-1$ | $1.48 \mathrm{E}-1$ | $3.68 \mathrm{E}-2$ | $8.75 \mathrm{E}-3$ |
|  | Ratio | - | 4.26 | 4.02 | 4.21 |
| Random mesh | Maximum error | $3.32 \mathrm{E}-1$ | $4.90 \mathrm{E}-2$ | $8.97 \mathrm{E}-3$ | $2.36 \mathrm{E}-3$ |
|  | Ratio | - | 6.78 | 5.46 | 3.80 |
|  | H1-norm | 1.41 | 0.41 | $1.46 \mathrm{E}-1$ | $6.30 \mathrm{E}-2$ |
|  | Ratio | - | 3.44 | 2.81 | 2.32 |

Table 7
Results for the nonlinear parabolic equation ( $\Delta t=1.0 E-5, T=0.01$ )

|  | $I \times J$ | $12 \times 12$ | $24 \times 24$ | $48 \times 48$ | $96 \times 96$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Uniform mesh | Maximum error | $8.46 \mathrm{E}-3$ | $2.11 \mathrm{E}-3$ | $5.32 \mathrm{E}-4$ | $1.33 \mathrm{E}-4$ |
|  | Ratio | - | 4.01 | 3.97 | 4.00 |
|  | H1-norm | $4.31 \mathrm{E}-2$ | $1.48 \mathrm{E}-2$ | $5.16 \mathrm{E}-3$ | $1.82 \mathrm{E}-3$ |
|  | Ratio | - | 2.91 | 2.87 | 2.84 |
| Sin-mesh | Maximum error | $1.02 \mathrm{E}-1$ | $2.31 \mathrm{E}-2$ | $5.68 \mathrm{E}-3$ | $1.43 \mathrm{E}-3$ |
|  | Ratio | - | 4.42 | 4.07 | 3.97 |
|  | H1-norm | $3.29 \mathrm{E}-1$ | $9.44 \mathrm{E}-2$ | $2.93 \mathrm{E}-2$ | $1.03 \mathrm{E}-2$ |
|  | Ratio | - | 3.49 | 3.22 | 2.84 |
| Z-mesh | Maximum error | $4.24 \mathrm{E}-2$ | $1.28 \mathrm{E}-2$ | $3.13 \mathrm{E}-3$ | $7.83 \mathrm{E}-4$ |
|  | Ratio | - | 3.31 | 4.09 | 4.00 |
|  | H1-norm | $3.89 \mathrm{E}-1$ | $1.35 \mathrm{E}-1$ | $4.26 \mathrm{E}-2$ | $1.36 \mathrm{E}-2$ |
|  | Ratio | - | 2.88 | 3.17 | 3.13 |
| Random mesh | Maximum error | $1.06 \mathrm{E}-2$ | $3.57 \mathrm{E}-3$ | $9.04 \mathrm{E}-4$ | $2.37 \mathrm{E}-4$ |
|  | Ratio | - | 2.97 | 3.95 | 3.81 |
|  | H1-norm | $1.08 \mathrm{E}-1$ | $5.31 \mathrm{E}-2$ | $2.48 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ |
|  | Ratio | - | 2.03 | 2.14 | 2.00 |

where $\kappa(u)=u, f=-\pi^{2} \mathrm{e}^{-\pi^{2} t}(2+\cos (\pi x) \cos (\pi y))-\pi^{2} \mathrm{e}^{-2 \pi^{2} t}\left(\sin ^{2}(\pi x) \cos ^{2}(\pi y)+\cos ^{2}(\pi x) \sin ^{2}(\pi y)\right)+2 \pi^{2} \mathrm{e}^{-2 \pi^{2} t}$ $(2+\cos (\pi x) \cos (\pi y)) \cos (\pi x) \cos (\pi y)$. We give the errors for the four different meshes in Table 7. From this table, we can also obtain the similar results with those of the above subsection for the linear parabolic equation.

## 7. Conclusions and extensions

In this paper the truncation error of the discrete flux across the cell-sides is derived, and then the corresponding convergence theorem has been obtained, i.e., this method is of first-order convergence on highly distorted meshes. Moreover, the corresponding schemes for the diffusion equation with discontinuous coefficient and the non-stationary diffusion equation are also obtained. Numerical results are presented to demonstrate the performance of these schemes, which show that the method obtains nearly second-order convergence for the maximum error and more than first order convergence for the gradient of the error on highly distorted meshes.

There are some other locally conservative discretization methods, such as SOM and MPFA. Although the method in this literature and MPFA all have a nine-point stencil, the approaches of constructing discrete schemes are different. The relationship between the method in this paper and MPFA (or SOM) constitutes the subject of ongoing work.

To avoid that the dual elements contain different materials for the problem with discontinuous coefficient and decrease the computational cost, a simple method of weighted interpolation is proposed in [6], i.e., the unknown at the nodes of the primary mesh is expressed as the linear combination of the unknown at the center of neighboring primary elements. The reasonable choice of the weighted parameters is an important issue and is being studied now.
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